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Summary

Research and development as well as field testing of re-frac candidate selection dates back to late 1990s and early 2000. Originally, re-frac (also called re-stimulation at the time) was routinely applied to gas storage wells to maintain deliverability and later to vertical production wells completed in tight gas formations. Completion and production of tens of thousands of shale wells that are characterized by high initial production followed by a sharp decline made it all but obvious that re-frac will become a prominent production strategy sooner rather than later.

The new commodity prices will make the application of re-fracturing in shale wells an attractive alternative to drilling new wells. Two facts make re-fracturing of the shale wells an attractive proposition: (a) only half of all hydraulic fracture stages end up being productive during the first round of completions, (b) the stages that have been successfully stimulated and have produced substantial amount of fluid, now have altered stress fields and therefore new fracs will penetrate new horizons. Therefore, chances are that re-frac will be accessing new and untapped reserves and will be just as effective as drilling new wells with better economics.

Once the decision is made that the re-frac is a viable production strategy, the question becomes, which wells should be re-frac-ed first? Operators must select from hundreds of potential candidate wells, those with the highest return on re-frac investment will be the best candidates. In such situations the operator is faced by two options: (a) use intuition or the traditional approaches, (b) learn from the data generated from completing the wells the original completion in order to make the best decisions on re-frac candidates.

This paper presents a unique workflow for shale wells re-frac candidate selection based on advanced data-driven analytics. The workflow is presented in the form of a case study that includes hundreds of shale wells in Marcellus Shale. It is demonstrated that the data (well construction, well logs, completion and hydraulic fracturing practices along with production history) that is generated during the original development process can provide a treasure trove of information for making decisions during the re-frac stage of the field development.

Introduction

Publications about re-fracturing treatments (re-stimulation) before 1990s are sparse. The first published work on re-frac dates back to 1960 (Johnson, March 1960), followed by another publication in 1973 (Coulter, May 1973). Application of data-driven analytics\(^1\) to the subject of hydraulic fracturing in general and re-frac, specifically, originated at West Virginia University in mid-1990s (Mohaghegh S. D., 1996) (McVey, November 1994) (Mohaghegh S. D., October 1996) (Mohaghegh S. D., October 1996) (Mohaghegh S. D., November 1998) (Mohaghegh S. D.,

---

\(^1\) In early 1990s Data-Driven Analytics was not used in reference to the series of technologies that were used to perform data-driven analysis and modeling. Those days they were simply referred to as artificial neural networks, or intelligent systems.

Since production of hydrocarbon from shale is intimately tied to hydraulic fracturing, it was inevitable that re-fracturing become the subject of interest for production enhancement in shale. It is a widely accepted notion that at least 40 percent of the hydraulic fracture stages in shale wells do not contribute to production. This has been mentioned in articles and interviews with service company representative (Jacobs, 2015) and has also been indicated through micro-seismic. Even in the stages that have been properly fracked and are contributing to production, the depletion of the reservoir modifies the stresses that controlled the original orientation of the hydraulic fractures and if new frac jobs are pumped into these same stages, chances are that the propagation of the new fracs will take different paths compared to the original fracs.

![Figure 1. Frac reorientation due to previous production and modification of the stress around the wellbore (Siebrits, October 2000).](image)

Figure 1 is a schematic diagram of the frac reorientation due to stress modification in the reservoir after partial depletion. It should be a well-established fact by now that hydraulic fractures in shale do not follow paths that are well-behaved and are penny-shaped, such as those generated by many hydraulic fracture modeling software applications. Nevertheless, the general idea that partial depletion will modify the original stresses in the rock and provides a new stress filed around the wellbore causing a different propagation path for the new hydraulic fractures, seems to be a sound argument.

Once we accept the idea that re-frac can provide major potentials for more production from shale wells by tapping into new reserves (whether it be by fracking stages that were not productive in the first pass, or by propagating into new natural fractures resulting from modification of the stress field) two new questions surface that need to be addressed accurately in order to have a successful re-frac program. These questions are:

\(^2\) Now: Gas Technology Institute.
1. Given that most shale assets include large number of wells, how would one screen them in order to identify the best re-frac candidates? It should be obvious that not all wells would respond in the same manner to a re-frac.

2. Once the re-frac candidate selection is completed (wells are ranked based on their response to re-frac), how would one designs a re-frac treatment for a well that has been hydraulically fractured before?

The objective of this paper is to address the above two questions. When it comes to initiating a re-frac program, it is important not to treat all shale assets in the same manner. This is true, since no two shale assets (even if and when they are in the same shale formation) are the same and usually differ (sometimes considerably) in reservoir characteristics and how they have been completed and produced by different operators. All the historical details and nuances of a given shale asset must be taken into account before a successful re-frac program is initiated. We use Shale Analytics\(^3\) in order to address the above two questions. Conducting a re-frac program using Shale Analytics requires a comprehensive analysis and predictive modeling to be performed on the large amount of data that is collected during the original development of the asset. In other words, the data and information collected during the original development (drilling, reservoir characterization, completion and production) of the shale asset is used as a guide for a successful re-frac program. The idea is very simple. Let’s the shale asset tell you how it can give you the most hydrocarbon through field measurements, rather than human bias. Shale Analytics accomplishes this task through a process that includes thorough and detail data mining and analysis of the previous completions in the given asset. Shale Analytics algorithms are trained to learn the well construction, reservoir characteristics, completion and production practices in the specific shale asset so that the re-frac program can be based on facts and field measurements rather than pre-conceived notions on how completion and re-completions supposed to work.

**Re-Frac Candidate Selection**

The data-driven analytics approach to re-frac candidate selection in shale wells (Shale Analytics) is intimately related to two topics (a) data-driven predictive modeling also known as Predictive Analytics, and (b) look-back analysis. These topics will be covered in details in a separate paper. However, in this manuscript we provide a quick overview of both of these technologies so that their use in re-frac candidate selection can be put in perspective.

**a. Data Driven Predictive Model (Predictive Analytics):**

Data driven predictive model for shale assets are developed by using field measurements from a given assets in order to train a machine learning algorithm. The field measurements that are used include well construction parameters (well location, inclination, azimuth, TVD, MD, orientation, etc.), reservoir characteristics (any and all available well logs, porosity, formation tops, thickness, NTG, TOC, initial water saturation, etc.), completion (lateral length, number of stages, number of clusters per stage, stage length, distance between stage, shot density, etc.) and hydraulic fracturing parameters (average injection pressure, average injection rate, amount of clean volume, slurry volume, proppant volume, proppant concentration, etc.) as well as operational constraints (well-head pressure, choke size, etc.) These parameters are correlated to well productivity such as 30, 90, 120, 180, and 360 days cumulative production from each well. The data driven predictive model is calibrated and validated using a number of randomly selected wells that are treated as blind wells that are not included in the training.

Upon the development (training and calibration) and validation of a data-driven predictive model we are in possession of a tool that can predict production (in this case production indicators) from a shale well that is conditioned to a large number of (facts) field measurements with little to no human biases involved.

The data-driven predictive model calculates well production that is conditioned to well construction, reservoir characteristics, completion and stimulation (hydraulic fracture) parameters and operational constraints. This is the only technology that can accurately predict shale well productivity while making the most use of all the field measurements. Most importantly, this technology avoids any and all types of interpretations and biases that are usually introduced in traditional techniques such as the use of soft data that cannot be measured, examples of which are Stimulated Reservoir Volume (SRV), fracture half length, fracture height,

---

\(^3\) The term “Shale Analytics” refers to the collection of techniques that are based on advanced data-driven analytics. These techniques have been developed to streamline solutions for analysis, predictive modeling and optimization of shale assets using a technology called Shale Production Optimization Technology – SPOT (Intelligent Solutions, 2016).
width and conductivity. Data-driven predictive model provides the luxury of being able to modify some of the input parameters and examine their impact on model output (shale well’s productivity). This is a powerful tool for understanding the role of different parameters or groups of parameters on shale well’s productivity. Furthermore, given the fact that the data-driven predictive model has small computational footprint (only a fraction of a second per execution) it can be executed a large number of times in only a few seconds and therefore provide the means for studies that require large number of model execution such as quantification of uncertainties.

For example, if for a given well, the operational constraints are modified, we can learn how the shale well will respond to changes to surface facilities constraints (translated to well-head pressure) and choke sizes. By modifying reservoir characteristics and monitoring the model’s response (shale well’s productivity) we can learn the impact of different reservoir parameters and their role in controlling production from wells in the specific shale asset. Similarly, we can assess the importance of different completion practices on the production from a given well. It can easily be seen that data-driven predictive model is a powerful tool in learning so much about the production behavior of shale wells in a given asset.

b. Look-Back Analysis:

During the “Look-Back Analysis” the validated predictive model is used to identify the quality of the frac jobs that have been performed in the past. For the purposes of the look-back analysis, parameters in the model are divided into two groups. The combination of completion and hydraulic fracture parameters are named the “Design Parameters.” These are the so-called controllable parameters. Parameters related to well construction and reservoir characteristics are treated as uncontrollable parameters.

![Figure 2. Look-back analyses performed on three different well in a shale asset.](image)

For each well, Monte Carlo Simulation is performed on the Design Parameters while the uncontrollable parameters are kept constant. This results in a range of well productivity for each well that represent the potential productivity of the given well identifying P10, P50, and P90. The historical productivity of the well
is then compared to its potential in order to judge the quality of the completion and the hydraulic fracturing that was performed on the well, being analyzed (Figure 2).

Given the probability distribution that is generated for each well as the outcome of the above analysis, we can generate a series of judgments regarding the quality of the frac job as a function of well productivity. We recommend the following rules for the analyses regarding the quality of the frac jobs:

1. If the well has produced at production values that is **above P20** (of its potential), the quality of the frac job is identified as “**Excellent**,”

2. If the well has produced at production values that is **between P40 to P20** (of its potential), the quality of the frac job is identified as “**Better than Expected**,”

3. If the well has produced at production values that is **between P60 to P40** (of its potential), the quality of the frac job is identified as “**As Expected**,”

4. If the well has produced at production values that is **between P80 to P60** (of its potential), the quality of the frac job is identified as “**Worse than Expected**,”

5. If the well has produced at production values that is **below P80** (of its potential), the quality of the frac job is identified as “**Poor**.”

Once the above rules are in place, then the actual value of the production indicator of the well is projected on to the probability distribution function and the quality of the completion is judged based on the range within which the actual production is fallen. Figure 2 shows the results of “Look-Back” analysis performed on three shale wells completed in Marcellus Shale in Pennsylvania. In this figure the completion of Well #120 (top-left) is classified as “Poor” since the actual (historical) productivity (180 days of cumulative production) of this well falls on P-97. The completion Well #109 (middle) is classified as “As Expected” since the actual (historical) productivity (180 days of cumulative production) of this well falls on P-52, and finally the completion of Well #60 (bottom-right) is classified as “Excellent” since the actual (historical) productivity (180 days of cumulative production) of this well fall on P-5.

The philosophy behind the identification of best re-frac candidate wells has to do with “unfulfilled potentials”. In other words, in the process of identifying the best candidate wells for re-frac, we will look for the wells that based on our validated, data-driven predictive model could have produced a lot more hydrocarbon, given the way the well was originally constructed and the reservoir characteristics around the well.

In this section we demonstrate the use of the data-driven predictive model and the insight gained from the Look-Back analysis, in order to identify and rank re-frac candidate wells. The process of “Shale Analytics for Re-frac Candidate Selection” is accomplished using the following five steps:

**Step 1.** Complete the Look-Back Analysis and generate a table that includes all the wells in the asset (that are being analyzed) with their corresponding P10, P50, and P90 values. Furthermore, the table should include the actual well productivity. A sample of such a table generated for a Marcellus shale asset is shown in Figure 3. In this figure the last column identifies the probability location of the actual production of the well (Px) as compared to P10, P50, and P90 values. For example, for Well #0000001 that has an actual well productivity (180 days cumulative gas production) of 4,816 MSCF the Px = P58, that is slightly better than this well’s P50 value (5,327 MSCF).

**Step 2.** Subtract “Actual Well Productivity” from the calculated P50 values. This calculated value is called the “Potential to P50” (Figure 4). This is the difference between the actual well production and the expected average production (P50) that should have (and could have) been easily achieved from this well. This is the first indicator of the amount of hydrocarbon that could have been recovered, but was missed during the original set of hydraulic fractures.
Figure 3. List of wells from a Marcellus shale asset. Data-driven predictive model was used to calculate P10, P50, and P90 as part of the Loo-Back analysis.

<table>
<thead>
<tr>
<th>Index</th>
<th>ISI Coded WellName</th>
<th>P10</th>
<th>P50</th>
<th>P90</th>
<th>Productivity</th>
<th>Actual Well Productivity</th>
<th>Potential to P50</th>
<th>Potential to P10</th>
<th>Output Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Well #0000001</td>
<td>10,008</td>
<td>5,327</td>
<td>2,839</td>
<td>4,816</td>
<td>58</td>
<td>-511</td>
<td>-5,192</td>
<td>58</td>
</tr>
<tr>
<td>2</td>
<td>Well #0000002</td>
<td>17,320</td>
<td>13,612</td>
<td>9,523</td>
<td>15,582</td>
<td>27</td>
<td>1,970</td>
<td>-1,738</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>Well #0000003</td>
<td>17,535</td>
<td>14,511</td>
<td>10,876</td>
<td>11,520</td>
<td>85</td>
<td>-2,991</td>
<td>-6,015</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td>Well #0000004</td>
<td>13,699</td>
<td>10,329</td>
<td>7,256</td>
<td>7,685</td>
<td>85</td>
<td>-2,644</td>
<td>-6,014</td>
<td>85</td>
</tr>
<tr>
<td>5</td>
<td>Well #0000005</td>
<td>15,658</td>
<td>12,223</td>
<td>9,199</td>
<td>13,629</td>
<td>29</td>
<td>1,406</td>
<td>1,939</td>
<td>29</td>
</tr>
<tr>
<td>6</td>
<td>Well #0000006</td>
<td>17,485</td>
<td>14,182</td>
<td>9,306</td>
<td>17,859</td>
<td>14</td>
<td>10,660</td>
<td>4,774</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>Well #0000007</td>
<td>11,043</td>
<td>8,522</td>
<td>6,344</td>
<td>10,660</td>
<td>14</td>
<td>10,660</td>
<td>4,774</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>Well #0000008</td>
<td>12,685</td>
<td>9,378</td>
<td>7,161</td>
<td>6,772</td>
<td>94</td>
<td>94</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>Well #0000009</td>
<td>12,381</td>
<td>9,556</td>
<td>7,154</td>
<td>8,880</td>
<td>63</td>
<td>8,880</td>
<td>8,880</td>
<td>63</td>
</tr>
<tr>
<td>10</td>
<td>Well #0000010</td>
<td>11,423</td>
<td>8,437</td>
<td>6,620</td>
<td>6,620</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 4. Potential to P50 and Potential to P10 calculated for all wells.
Step 3. Subtract “Actual Well Productivity” from the calculated P10 values. This calculated value is called the “Potential to P10” (Figure 4). This is the difference between the actual well production and the expected best production (P10) that could have been achieved from this well. This is the second indicator of the amount of hydrocarbon that could have been recovered, but was missed during the original set of hydraulic fractures.

Step 4. Sort the table based on the “Potential to P50” (This is the missed potential to achieve average production. This must be easiest to achieve) and “Potential to P10” (This is the missed potential to achieve an excellent frac job and. This is achievable, but not very easily) separately. These calculations and rankings are shown in Figure 5 (the left- and the middle-tables).

Step 5. The right-table in Figure 5 is the final ranking of the Re-Frac Candidates. This table is generated using the ranking in the left- and the middle-tables in Figure 5. The reconciliation of the left- and the middle-tables in Figure 5 is accomplished by giving the ranking of “Potential to P50” twice as much weight as the ranking of “Potential to P10”.

<table>
<thead>
<tr>
<th>P50 Ranking</th>
<th>ISI Coded WellName</th>
<th>Potential to (P50)</th>
<th>P10 Ranking</th>
<th>ISI Coded WellName</th>
<th>Potential to (P10)</th>
<th>Combined Ranking Score</th>
<th>Final Ranking</th>
<th>ISI Coded WellName</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>Well #0000001</td>
<td>-511</td>
<td>33</td>
<td>Well #0000001</td>
<td>-5,192</td>
<td>4</td>
<td>1</td>
<td>Well #0000002</td>
</tr>
<tr>
<td>92</td>
<td>Well #0000002</td>
<td>1.970</td>
<td>83</td>
<td>Well #0000002</td>
<td>-1,738</td>
<td>5</td>
<td>2</td>
<td>Well #0000006</td>
</tr>
<tr>
<td>16</td>
<td>Well #0000003</td>
<td>-2,991</td>
<td>23</td>
<td>Well #0000003</td>
<td>-6,015</td>
<td>11</td>
<td>3</td>
<td>Well #0000079</td>
</tr>
<tr>
<td>21</td>
<td>Well #0000004</td>
<td>-2,644</td>
<td>24</td>
<td>Well #0000004</td>
<td>-6,014</td>
<td>12</td>
<td>4</td>
<td>Well #000119</td>
</tr>
<tr>
<td>77</td>
<td>Well #0000005</td>
<td>1,406</td>
<td>78</td>
<td>Well #0000005</td>
<td>-1,939</td>
<td>17</td>
<td>5</td>
<td>Well #0000068</td>
</tr>
<tr>
<td>112</td>
<td>Well #0000007</td>
<td>3,677</td>
<td>112</td>
<td>Well #0000007</td>
<td>374</td>
<td>20</td>
<td>6</td>
<td>Well #0000065</td>
</tr>
<tr>
<td>22</td>
<td>Well #0000008</td>
<td>-2,588</td>
<td>39</td>
<td>Well #0000008</td>
<td>-4,908</td>
<td>23</td>
<td>7</td>
<td>Well #0001135</td>
</tr>
<tr>
<td>27</td>
<td>Well #0000009</td>
<td>-2,189</td>
<td>30</td>
<td>Well #0000009</td>
<td>-5,474</td>
<td>24</td>
<td>8</td>
<td>Well #0000030</td>
</tr>
<tr>
<td>108</td>
<td>Well #0000010</td>
<td>3,155</td>
<td>98</td>
<td>Well #0000010</td>
<td>-6,648</td>
<td>29</td>
<td>9</td>
<td>Well #0000067</td>
</tr>
<tr>
<td>25</td>
<td>Well #0000011</td>
<td>-2,383</td>
<td>26</td>
<td>Well #0000011</td>
<td>-5,774</td>
<td>29</td>
<td>10</td>
<td>Well #0000085</td>
</tr>
<tr>
<td>46</td>
<td>Well #0000014</td>
<td>-541</td>
<td>59</td>
<td>Well #0000014</td>
<td>-3,069</td>
<td>30</td>
<td>11</td>
<td>Well #0000050</td>
</tr>
<tr>
<td>28</td>
<td>Well #0000015</td>
<td>-2,147</td>
<td>32</td>
<td>Well #0000015</td>
<td>-5,340</td>
<td>31</td>
<td>12</td>
<td>Well #0000026</td>
</tr>
<tr>
<td>76</td>
<td>Well #0000016</td>
<td>1,382</td>
<td>77</td>
<td>Well #0000016</td>
<td>-2,092</td>
<td>40</td>
<td>13</td>
<td>Well #0000032</td>
</tr>
<tr>
<td>97</td>
<td>Well #0000017</td>
<td>2,138</td>
<td>103</td>
<td>Well #0000017</td>
<td>-383</td>
<td>41</td>
<td>14</td>
<td>Well #0001136</td>
</tr>
<tr>
<td>19</td>
<td>Well #0000018</td>
<td>-2,806</td>
<td>25</td>
<td>Well #0000018</td>
<td>-5,913</td>
<td>48</td>
<td>15</td>
<td>Well #0000080</td>
</tr>
<tr>
<td>43</td>
<td>Well #0000019</td>
<td>-876</td>
<td>53</td>
<td>Well #0000019</td>
<td>-3,501</td>
<td>49</td>
<td>16</td>
<td>Well #0000031</td>
</tr>
<tr>
<td>26</td>
<td>Well #0000020</td>
<td>-2,200</td>
<td>38</td>
<td>Well #0000020</td>
<td>-4,986</td>
<td>52</td>
<td>17</td>
<td>Well #0000051</td>
</tr>
<tr>
<td>118</td>
<td>Well #0000021</td>
<td>4,490</td>
<td>109</td>
<td>Well #0000021</td>
<td>161</td>
<td>55</td>
<td>18</td>
<td>Well #0000003</td>
</tr>
<tr>
<td>20</td>
<td>Well #0000022</td>
<td>-2,878</td>
<td>22</td>
<td>Well #0000022</td>
<td>-6,034</td>
<td>62</td>
<td>19</td>
<td>Well #0000022</td>
</tr>
<tr>
<td>34</td>
<td>Well #0000023</td>
<td>-1,904</td>
<td>40</td>
<td>Well #0000023</td>
<td>-4,674</td>
<td>63</td>
<td>20</td>
<td>Well #0000018</td>
</tr>
<tr>
<td>110</td>
<td>Well #0000024</td>
<td>3,541</td>
<td>100</td>
<td>Well #0000024</td>
<td>-547</td>
<td>64</td>
<td>21</td>
<td>Well #0000037</td>
</tr>
<tr>
<td>24</td>
<td>Well #0000025</td>
<td>-2,448</td>
<td>17</td>
<td>Well #0000025</td>
<td>-6,935</td>
<td>65</td>
<td>22</td>
<td>Well #0000025</td>
</tr>
<tr>
<td>12</td>
<td>Well #0000026</td>
<td>-3,739</td>
<td>7</td>
<td>Well #0000026</td>
<td>-8,352</td>
<td>66</td>
<td>23</td>
<td>Well #0000004</td>
</tr>
<tr>
<td>56</td>
<td>Well #0000028</td>
<td>273</td>
<td>72</td>
<td>Well #0000028</td>
<td>-2,255</td>
<td>76</td>
<td>24</td>
<td>Well #0000011</td>
</tr>
<tr>
<td>32</td>
<td>Well #0000029</td>
<td>-1,559</td>
<td>28</td>
<td>Well #0000029</td>
<td>-5,543</td>
<td>83</td>
<td>25</td>
<td>Well #0000008</td>
</tr>
</tbody>
</table>

Figure 5. Sorting the table of wells based on the highest production missing values of Potential to P50 (left-table) and Potential to P10 (middle-table). Final ranking of Re-Frac Candidates (right-table).

Re-Frac Design

In the previous section, identification and ranking of re-frac candidates were covered. Once the re-frac candidate wells are identified and ranked, it is time to design the most appropriate frac job to be pumped. The objective of the design of frac job is to have a treatment that is as close to optimum as possible. The optimum frac job is defined as a frac job that creates (activates) the largest possible network of highly conductive pathways (natural fractures) into the wellbore such that it would maximize the amount of hydrocarbon that can be produced. In other words, the quality of the frac job is judged based on the hydrocarbon production that it triggers and sustains. The frac job needs to do what it does in order to contribute to higher, more sustainable hydrocarbon production.
As suggested by data-driven analytics (Shale Analytics), we learn from the historical data in order to design a new frac job. The premise that is being incorporated in Shale Analytics, suggests that instead of basing our analysis, modeling and design judgments on our today’s understanding of the physics of storage and transport phenomena in shale, we use the field measurements as the basis of our design and analysis. The technology that has been introduced here, provides the means for using field measurements as sets of input-output records that will eventually guide our modeling and design of frac jobs in shale wells.

To use data-driven analytics as a design tool, we make maximum use of the data-driven predictive model as the objective function of a search and optimization algorithm. Search and optimization algorithms are developed in order to find the optimum combination of input parameters that results in the best output of a given objective function. In this analyses, well productivity is defined as the result (output) of the objective function (a yardstick to compare effectiveness of frac jobs in combination with reservoir characteristics) of our search and optimization algorithm. The combination of well construction, reservoir characteristics, completion practices, operational constraints and frac parameters serve as the input parameters. A schematic diagram of the flow chart is provided in Figure 6.

![Search and optimization flow chart for the design of optimum re-frac.](image)

There are many search and optimization algorithms that can be used for the purposes identified above. Staying loyal to data-driven analytics (Shale Analytics), we will use an evolutionary optimization technique called genetic algorithms (Mohaghegh S. D., 2000) for this purpose. Evolutionary computing paradigms provide a rich and capable environment to solve many search, optimization, and design problems. The larger the space of the possible solutions, the more effective would be the use of these paradigms. Evolutionary computing, in general, and genetic algorithms, specifically, are able to combine the exploration characteristics of an effective search algorithm with a remarkable ability of preserving and exploiting the knowledge acquired during every step of the search as a guide to take the next step. This provides an intelligent approach to more efficiently solve search, optimization, and design problems. The re-frac design that is introduced in this section uses genetic algorithm as the search and optimization technology.

The optimization of re-frac design that is introduced in this section can be applied to the entire asset, to a group of wells that are identified based on some common theme such as geographic location, reservoir characteristics, or production characteristics (such as common BTU range), or to an individual well. The algorithm that is covered in this section does not change as it is applied to the entire field, group of wells or an individual well. The difference will
show up in the population of the parameters (as it will be explained next) during the analyses. For the purposes of explaining the process, we apply the design optimization algorithm to the entire field.

The main distinction between the re-frac design technology proposed here with other methods is that in this technology we let the realities of completion practices in a given asset (field) be the main design driver. Instead of using our biases and (today’s) understanding of the completion and hydraulic fracturing in shale in order to design a re-frac treatment, this technology capitalizes on facts collected in the field (field measurements) to drive the treatment design. Since our understanding of interaction between shale’s natural fracture network and the induced fractures is quite limited (at best), this technology prevents human biases to enter the design process.

In summary, this technology (for designing re-frac treatment) uses the lessons learned from the past frac jobs in the same asset to generate an optimum design for re-frac treatment. This is done by evolving the new treatment design that is conditioned to all the details (well construction, reservoir characteristics and completion) for a given well, through several generations, while keeping track of the characteristics of the most successful individual frac designs (combination of design parameters), then looking for distinctive patterns among these successful individual frac designs.

Following steps are performed for every individual well in order to generate a set of general guidelines for the optimum re-frac treatment design that is applicable to the entire the field:

1. **Generating random set of design parameters (initialization):**

   In this step the design parameters that are the subject of optimization are identified and separated from other parameters (design or non-design parameters that are not going to be modified [optimized] during this process are called the constant parameters.) Then, a large number (for example one thousand, 1,000) of realization of the combination of the design parameters are generated, randomly. Each realization of the combination of
design parameters are coupled with the constant parameters to generate one set of input parameters to be applied to the data-driven predictive model.

2. **Generating model outputs:**

   Apply each set of input parameters (total of 1,000) to the data-driven predictive model and generate corresponding outputs (production indicators). Upon completion of this step, we have generated 1,000 values of the output parameter (production indicator) for each well. Each production indicator represent one randomly generated frac design applied to the well (while keeping all other parameters constant). A schematic diagram of this process is shown in Figure 7.

   Upon completion of this process for an individual well in the field we have generated 1,000 production indicators representing large number (1,000) of possible outcomes (production) for a single well with a given set of characteristics (well construction, reservoir characteristics and completion).

3. **Ranking the model outputs:**

   The one thousand production indicators (for example, 180 days of cumulative production) are sorted from highest value (production) to lowest with their corresponding combination of design parameters. At this point in time, we have identified the best combination of the design parameters for a given well, from amongst the 1,000 randomly generated designs.

   By sorting these combination of design parameters we now know which set of combinations are responsible for highest production given all the details of this particular well. Remember that by looking at the details of the design parameters, we may or may not understand “why” one set of combination of design parameters are better for this given well, than other combination (better design parameters result in higher production). But it does not matter “why”, as long as we know one set is better than the other, we are going to use this knowledge to our advantage.

4. **Save the best designs:**

   Upon completion of Step 3, we have completed one generation of evolution. We save the combination of design parameter for the top 10% of the solutions. By the end of the first generation we have now a collection of 100 “good” re-frac designs (combination of design parameters) for this particular well.

5. **Assign reproduction probability based on fitness:**

   A reproduction probability value is assigned to each individual solution based on its ranking generated in the previous step. Figure 8 shows the probability assignment based on fitness. The values of the probability that are assigned in this step will be used during the selection of the parents that will produce the next generation of the re-frac design solutions. The higher is the reproduction probability of an individual solution, the higher is the probability of that solution to be selected as a parent and play a role in the makeup of the next generation of the individual solutions.

6. **Producing the next generation:**

   A large portion of the next generation of the re-frac designs are produced (generated) using the top solutions from the previous generation. Each time parents are selected from the previous generation based on their probability values assigned in the previous step. Solutions with the higher probability values will have a better chance of being selected as a parent to produce (generate) the population of the solutions for the new generation. The new generation is produced using genetic operators such as crossover, inversion, and mutation (Mohaghegh S. D., 2000). Usually a large portion of the population of the new generation is produced via cross over (about 75%), where other genetic operators are used to produce a smaller amount of the new generation of solutions (5% for inversion and 5% for mutation operators). Furthermore, a small percentage of the population (15%) of the previous generation are used to move to the next generation, where the value of the probability plays an important role, again.

7. **Repeat from Step 2, until convergence:**

   Once a new generation of solutions are produced the algorithm goes back to Step 2 and repeats the process. Each time a cycle of the genetic optimization is completed during the evaluation of the goodness of the solutions that have been generated (Step 2), the algorithm must check to see if the convergence has been reached. The algorithm continues only if the convergence has not yet been achieved. Convergence can be
defined in multiple ways. For example, convergence can be achieved when no better individual (re-frac design solution) is evolved after several generations.

8. Analyze the data saved in Step 4:

Let us assume that it takes 145 generations before the optimum re-frac design is evolved using the process enumerated above. Since the top 10% solutions (re-frac design parameters) of each generation were being saved (100 solutions as was mentioned in Step 4), and since it took 145 generation to converge to the best solution, upon completion of the above optimization process we have saved 14,500 top solutions for a single well. These 14,500 solutions have one thing in common. They all are among the top survivors, as the fittest solutions of their generation. Therefore, they must be doing something right since the definition of a “good solution” in the context of re-frac treatment design is the best combination of hydraulic fracture parameters that results in high production.

![Figure 8. Assigning reproduction probability to each individual solution based on their fitness.](image)

Now that the data representing the set of best solutions for a re-frac design is available, we should be able to see if this data contains any specific patterns or trend that can guide us toward the best re-frac design for this specific well. This is called “Data-Driven Best Practices”. Figure 9 is the result of performing the above optimization on an individual shale well producing from Utica shale. This figure includes three of the several parameters that were used in this process. The top-left bar-chart in this figure shows the frequency of the “Shot Density” (shots per ft. of completion) in the completion process. This bar chart clearly shows that the overwhelming percent of the top solutions (re-frac designs) have small number of shot density. The top-right bar-chart shows a clear pattern of higher values of proppant concentration (lbs/gal/ft. of completion) for the top design solutions for this well, and finally the bottom bar-chart shows that the best designs for this well mostly included lower values of injection rates (BPM/ft. of completion).
Figure 9 shows that there is an undeniable pattern in the top re-frac designs that results in high production in this particular well. Therefore, in order to have a successful re-frac, it is recommended that the numbers generated by this optimization algorithm be honored as much as it is operationally feasible. For example for the well presented in Figure 9, it is recommended that the number of shots per foot of completed lateral length be less than 1.3, the proppant concentration should be higher than 2.5 lbs. per gallon of fluid per foot of completed lateral length and the injection rate be kept at less than 0.15 barrels per minute per foot of completed lateral length.

![Graph showing number of shots, proppant concentration, and injection rate per foot of completed lateral length for a well in Utica shale.]

Figure 9. Result of evolving re-frac design solution using a genetic optimization algorithm for a well in Utica shale.

Concluding Remarks

When it comes to selecting re-frac candidates and design of the re-frac jobs, the operators are faced with a choice. They can either use the same techniques that have left more than 40% of the stages in the original completion without production or use alternative technologies that although being non-traditional, have proven to outperform traditional techniques, anytime they have been employed. In other words, either stick to what you have been doing and be satisfied with only 60% success (at best), or try something new that has proven itself as the state-of-the-art, i.e. predictive analytics, not only in the oil and gas industry but in almost every other industry, today.

This manuscript demonstrated how predictive analytics as applied to shale (Shale Analytics) can be used for re-frac candidate selection and design. The workflow that had been successfully developed and validated in tight sand formations have been enhanced and been applied to shale. The technology learns from the facts and field measurements and everything that has worked and those that did not, in a given field, in order to identify and rank re-frac candidates and based on the same information it designs re-fracs that have the best chance of success.
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